Regularization is a way of avoiding overfit by restricting the magnitude of model coefficients (or in deep learning, node weights). A simple example of regularization is the use of ridge or lasso regression to fit linear models in the presence of collinear variables or (quasi-)separation. The intuition is that smaller coefficients are less sensitive to idiosyncracies in the training data, and hence, less likely to overfit.

Cross-validation is a way to safely reuse training data in nested model situations. This includes both the case of setting hyperparameters before fitting a model, and the case of fitting models (let’s call them *base learners*) that are then used as variables in downstream models, as shown in Figure 1. In either situation, using the same data twice can lead to models that are overtuned to idiosyncracies in the training data, and more likely to overfit.

**Figure 1** Properly nesting models with cross-validation

In general, if any stage of your modeling pipeline involves looking at the outcome (we’ll call that a *y-aware* stage), you cannot directly use the same data in the following stage of the pipeline. If you have enough data, you can use separate data in each stage of the modeling process (for example, one set of data to learn hyperparameters, another set of data to train the model that uses those hyperparameters). Otherwise, you should use cross-validation to reduce the nested model bias.

Cross-validation is relatively computationally expensive; regularization is relatively cheap. Can you mitigate nested model bias by using regularization techniques instead of cross-validation?

The short answer: no, you shouldn’t. But as, we’ve written before, demonstrating this is more memorable than simply saying “Don’t do that.”

**A simple example**

Suppose you have a system with two categorical variables. The variable x\_s has 10 levels, and the variable x\_n has 100 levels. The outcome y is a function of x\_s, but not of x\_n (but you, the analyst building the model, don’t know this). Here’s the head of the data.

## x\_s x\_n y

## 2 s\_10 n\_72 0.34228110

## 3 s\_01 n\_09 -0.03805102

## 4 s\_03 n\_18 -0.92145960

## 9 s\_08 n\_43 1.77069352

## 10 s\_08 n\_17 0.51992928

## 11 s\_01 n\_78 1.04714355

With most modeling techniques, a categorical variable with K levels is equivalent to K or K-1 numerical (indicator or dummy) variables, so this system actually has around 110 variables. In real life situations where a data scientist is working with high-cardinality categorical variables, or with a lot of categorical variables, the number of actual variables can begin to swamp the size of training data, and/or bog down the machine learning algorithm.

One way to deal with these issues is to represent each categorical variable by a single variable model (or base learner), and then use the predictions of those base learners as the inputs to a bigger model. So instead of fitting a model with 110 indicator variables, you can fit a model with two numerical variables. This is a simple example of nested models.

**Figure 2** Impact coding as an example of nested model

We refer to this procedure as “impact coding,” and it is one of the data treatments available in the vtreat package, specifically for dealing with high-cardinality categorical variables. But for now, let’s go back to the original problem.

**The naive way**

For this simple example, you might try representing each variable as the expected value of y - mean(y) in the training data, conditioned on the variable’s level. So the ith “coefficient” of the one-variable model would be given by:

*vi* = *E*[*y*|*x* = *si*] − *E*[*y*]

Where *si* is the *i*th level. Let’s show this with the variable x\_s (the code for all the examples in this article is below):

Convenience functions.

# function to calculate the rmse

rmse = function(ypred, y) {

resid = y - ypred

sqrt(mean(resid^2))

}

# function to calculate R-squared

rsquared = function(ypred, y) {

null\_variance = sum((y - mean(y))^2)

resid\_variance = sum((y - ypred)^2)

1 - (resid\_variance/null\_variance)

}

compare\_models = function(predframe) {

predictions = setdiff(colnames(predframe), "y")

data.frame(# pred\_type = predictions,

rmse = vapply(predframe[,predictions, drop=FALSE],

FUN = function(p) rmse(p, predframe$y),

numeric(1)),

rsquared = vapply(predframe[,predictions,drop=FALSE],

FUN = function(p) rsquared(p, predframe$y),

numeric(1))

)

}

**A simple example**

Set up the data and split into training and test sets.

set.seed(3453421)

Ndata = 500

nnoise = 100

nsig = 10

noise\_levels = paste0("n\_", sprintf('%02d', 1:nnoise))

signal\_levels = paste0("s\_", sprintf('%02d', 1:nsig))

sig\_amps = 2\*runif(1:nsig, min=-1, max=1)

names(sig\_amps) = signal\_levels

sig\_amps = sig\_amps - mean(sig\_amps) # mean zero

x\_s = sample(signal\_levels, Ndata, replace=TRUE)

x\_n = sample(noise\_levels, Ndata, replace=TRUE)

y = sig\_amps[x\_s] + rnorm(Ndata) # a function of x\_s but not x\_n

df = data.frame(x\_s=x\_s, x\_n=x\_n, y=y, stringsAsFactors=FALSE)

library(zeallot)

c(dtest, dtrain) %<-% split(df, runif(Ndata) < 0.5) # false comes first

head(dtrain)

## x\_s x\_n y

## 2 s\_10 n\_72 0.34228110

## 3 s\_01 n\_09 -0.03805102

## 4 s\_03 n\_18 -0.92145960

## 9 s\_08 n\_43 1.77069352

## 10 s\_08 n\_17 0.51992928

## 11 s\_01 n\_78 1.04714355

# for later - a frame to hold the test set predictions

pframe = data.frame(y = dtest$y)

**The naive way**

For this simple example, you might try representing each variable as the expected value of y - mean(y) in the training data, conditioned on the variable's level. So the ith "coefficient" of the one-variable model would be given by:

*vi* = *E*[*y*|*x* = *si*]−*E*[*y*]

Where *si* is the *i*th level.

"Fit" the one-variable model for x\_s.

# build the maps of expected values

library(rqdatatable) # yes, you can use dplyr or base instead...

library(wrapr)

xs\_means = dtrain %.>%

extend(., delta := y - mean(y)) %.>%

project(.,

meany := mean(y),

coeff := mean(delta),

groupby = 'x\_s') %.>%

order\_rows(.,

'x\_s') %.>%

as.data.frame(.)

xs\_means

## x\_s meany coeff

## 1 s\_01 0.7998263 0.8503282

## 2 s\_02 -1.3815640 -1.3310621

## 3 s\_03 -0.7928449 -0.7423430

## 4 s\_04 -0.8245088 -0.7740069

## 5 s\_05 0.7547054 0.8052073

## 6 s\_06 0.1564710 0.2069728

## 7 s\_07 -1.1747557 -1.1242539

## 8 s\_08 1.3520153 1.4025171

## 9 s\_09 1.5789785 1.6294804

## 10 s\_10 -0.7313895 -0.6808876

"Fit" the one-variable model for x\_n and treat or "prepare" the data (we are using terminology that is consistent with vtreat).

xn\_means = dtrain %.>%

extend(., delta := y - mean(y)) %.>%

project(.,

meany := mean(delta),

groupby = 'x\_n') %.>%

order\_rows(.,

'x\_n') %.>%

as.data.frame(.)

# the maps that convert categorical levels to numerical values

xs\_map = with(xs\_means, x\_s := coeff)

xn\_map = with(xn\_means, x\_n := meany)

prepare\_manually = function(coefmap, xcol) {

treated = coefmap[xcol]

ifelse(is.na(treated), 0, treated)

}

# "prepare" the data

dtrain\_treated = dtrain

dtrain\_treated$vs = prepare\_manually(xs\_map, dtrain$x\_s)

dtrain\_treated$vn = prepare\_manually(xn\_map, dtrain$x\_n)

head(dtrain\_treated)

## x\_s x\_n y vs vn

## 2 s\_10 n\_72 0.34228110 -0.6808876 0.64754957

## 3 s\_01 n\_09 -0.03805102 0.8503282 0.54991135

## 4 s\_03 n\_18 -0.92145960 -0.7423430 0.01923877

## 9 s\_08 n\_43 1.77069352 1.4025171 1.90394159

## 10 s\_08 n\_17 0.51992928 1.4025171 0.26448341

## 11 s\_01 n\_78 1.04714355 0.8503282 0.70342961

Now fit a linear model for y as a function of vs and vn.

model\_raw = lm(y ~ vs + vn,

data=dtrain\_treated)

summary(model\_raw)

##

## Call:

## lm(formula = y ~ vs + vn, data = dtrain\_treated)

##

## Residuals:

## Min 1Q Median 3Q Max

## -2.33068 -0.57106 0.00342 0.52488 2.25472

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) -0.05050 0.05597 -0.902 0.368

## vs 0.77259 0.05940 13.006 <2e-16 \*\*\*

## vn 0.61201 0.06906 8.862 <2e-16 \*\*\*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 0.8761 on 242 degrees of freedom

## Multiple R-squared: 0.6382, Adjusted R-squared: 0.6352

## F-statistic: 213.5 on 2 and 242 DF, p-value: < 2.2e-16

Apply the naive model to the test data.

# apply to test data

dtest\_treated = dtest

dtest\_treated$vs = prepare\_manually(xs\_map, dtest$x\_s)

dtest\_treated$vn = prepare\_manually(xn\_map, dtest$x\_n)

pframe$ypred\_naive = predict(model\_raw, newdata=dtest\_treated)

# look at the predictions on holdout data

compare\_models(pframe) %.>% knitr::kable(.)

|  | **rmse** | **rsquared** |
| --- | --- | --- |
| ypred\_naive | 1.303778 | 0.2311538 |

**The right way: cross-validation**

Let's fit the correct nested model, using vtreat.

library(vtreat)

library(wrapr)

xframeResults = mkCrossFrameNExperiment(dtrain, qc(x\_s, x\_n), "y",

codeRestriction = qc(catN),

verbose = FALSE)

# the plan uses the one-variable models to treat data

treatmentPlan = xframeResults$treatments

# the cross-frame

dtrain\_treated = xframeResults$crossFrame

head(dtrain\_treated)

## x\_s\_catN x\_n\_catN y

## 1 -0.6337889 0.91241547 0.34228110

## 2 0.8342227 0.82874089 -0.03805102

## 3 -0.7020597 0.18198634 -0.92145960

## 4 1.3983175 1.99197404 1.77069352

## 5 1.3983175 0.11679580 0.51992928

## 6 0.8342227 0.06421659 1.04714355

variables = setdiff(colnames(dtrain\_treated), "y")

model\_X = lm(mk\_formula("y", variables),

data=dtrain\_treated)

summary(model\_X)

##

## Call:

## lm(formula = mk\_formula("y", variables), data = dtrain\_treated)

##

## Residuals:

## Min 1Q Median 3Q Max

## -3.2157 -0.7343 0.0225 0.7483 2.9639

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) -0.04169 0.06745 -0.618 0.537

## x\_s\_catN 0.92968 0.06344 14.656 <2e-16 \*\*\*

## x\_n\_catN 0.10204 0.06654 1.533 0.126

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 1.055 on 242 degrees of freedom

## Multiple R-squared: 0.4753, Adjusted R-squared: 0.471

## F-statistic: 109.6 on 2 and 242 DF, p-value: < 2.2e-16

We can compare the performance of this model to the naive model on holdout data.

dtest\_treated = prepare(treatmentPlan, dtest)

pframe$ypred\_crossval = predict(model\_X, newdata=dtest\_treated)

compare\_models(pframe) %.>% knitr::kable(.)

|  | **rmse** | **rsquared** |
| --- | --- | --- |
| ypred\_naive | 1.303778 | 0.2311538 |
| ypred\_crossval | 1.093955 | 0.4587089 |

The correct model has a much smaller root-mean-squared error and a much larger R-squared than the naive model when applied to new data.

**An attempted alternative: regularized models.**

For a one-variable model, L2-regularization is simply Laplace smoothing. Again, we'll represent each "coefficient" of the one-variable model as the Laplace smoothed value minus the grand mean.

*vi* = ∑*xj* = *siyi*/(count*i* + *λ*)−*E*[*yi*]

Where count*i* is the frequency of *si* in the training data, and *λ* is the smoothing parameter (usually 1). If *λ* = 1 then the first term on the right is just adding one to the frequency of the level and then taking the "adjusted conditional mean" of y.

"Fit" a regularized model to x\_s.

# build the coefficients

lambda = 1

xs\_regmap = dtrain %.>%

extend(., grandmean = mean(y)) %.>%

project(.,

sum\_y := sum(y),

count\_y := n(),

grandmean := mean(grandmean), # pseudo-aggregator

groupby = 'x\_s') %.>%

extend(.,

vs := (sum\_y/(count\_y + lambda)) - grandmean

) %.>%

order\_rows(.,

'x\_s') %.>%

as.data.frame(.)

xs\_regmap

## x\_s sum\_y count\_y grandmean vs

## 1 s\_01 20.795484 26 -0.05050187 0.8207050

## 2 s\_02 -37.302227 27 -0.05050187 -1.2817205

## 3 s\_03 -22.199656 28 -0.05050187 -0.7150035

## 4 s\_04 -14.016649 17 -0.05050187 -0.7282009

## 5 s\_05 19.622340 26 -0.05050187 0.7772552

## 6 s\_06 3.129419 20 -0.05050187 0.1995218

## 7 s\_07 -35.242672 30 -0.05050187 -1.0863585

## 8 s\_08 36.504412 27 -0.05050187 1.3542309

## 9 s\_09 33.158549 21 -0.05050187 1.5577086

## 10 s\_10 -16.821957 23 -0.05050187 -0.6504130

"Fit" a regularized model to x\_m. Apply the one variable models for x\_s and x\_n to the data.

xn\_regmap = dtrain %.>%

extend(., grandmean = mean(y)) %.>%

project(.,

sum\_y := sum(y),

count\_y := n(),

grandmean := mean(grandmean), # pseudo-aggregator

groupby = 'x\_n') %.>%

extend(.,

vn := (sum\_y/(count\_y + lambda)) - grandmean

) %.>%

order\_rows(.,

'x\_n') %.>%

as.data.frame(.)

# the maps that convert categorical levels to numerical values

vs\_map = xs\_regmap$x\_s := xs\_regmap$vs

vn\_map = xn\_regmap$x\_n := xn\_regmap$vn

# "prepare" the data

dtrain\_treated = dtrain

dtrain\_treated$vs = prepare\_manually(vs\_map, dtrain$x\_s)

dtrain\_treated$vn = prepare\_manually(vn\_map, dtrain$x\_n)

head(dtrain\_treated)

## x\_s x\_n y vs vn

## 2 s\_10 n\_72 0.34228110 -0.6504130 0.44853367

## 3 s\_01 n\_09 -0.03805102 0.8207050 0.42505898

## 4 s\_03 n\_18 -0.92145960 -0.7150035 0.02370493

## 9 s\_08 n\_43 1.77069352 1.3542309 1.28612835

## 10 s\_08 n\_17 0.51992928 1.3542309 0.21098803

## 11 s\_01 n\_78 1.04714355 0.8207050 0.61015422

Now fit the overall model:

model\_reg = lm(y ~ vs + vn, data=dtrain\_treated)

summary(model\_reg)

##

## Call:

## lm(formula = y ~ vs + vn, data = dtrain\_treated)

##

## Residuals:

## Min 1Q Median 3Q Max

## -2.30354 -0.57688 -0.02224 0.56799 2.25723

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) -0.06665 0.05637 -1.182 0.238

## vs 0.81142 0.06203 13.082 < 2e-16 \*\*\*

## vn 0.85393 0.09905 8.621 8.8e-16 \*\*\*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 0.8819 on 242 degrees of freedom

## Multiple R-squared: 0.6334, Adjusted R-squared: 0.6304

## F-statistic: 209.1 on 2 and 242 DF, p-value: < 2.2e-16

Comparing the performance of the three models on holdout data.

# apply to test data

dtest\_treated = dtest

dtest\_treated$vs = prepare\_manually(vs\_map, dtest$x\_s)

dtest\_treated$vn = prepare\_manually(vn\_map, dtest$x\_n)

pframe$ypred\_reg = predict(model\_reg, newdata=dtest\_treated)

# compare the predictions of each model

compare\_models(pframe) %.>% knitr::kable(.)

|  | **rmse** | **rsquared** |
| --- | --- | --- |
| ypred\_naive | 1.303778 | 0.2311538 |
| ypred\_crossval | 1.093955 | 0.4587089 |
| ypred\_reg | 1.267648 | 0.2731756 |

## x\_s meany coeff

## 1 s\_01 0.7998263 0.8503282

## 2 s\_02 -1.3815640 -1.3310621

## 3 s\_03 -0.7928449 -0.7423430

## 4 s\_04 -0.8245088 -0.7740069

## 5 s\_05 0.7547054 0.8052073

## 6 s\_06 0.1564710 0.2069728

## 7 s\_07 -1.1747557 -1.1242539

## 8 s\_08 1.3520153 1.4025171

## 9 s\_09 1.5789785 1.6294804

## 10 s\_10 -0.7313895 -0.6808876

In other words, whenever the value of x\_s is s\_01, the one variable model vs returns the value 0.8503282, and so on. If you do this for both variables, you get a training set that looks like this:

## x\_s x\_n y vs vn

## 2 s\_10 n\_72 0.34228110 -0.6808876 0.64754957

## 3 s\_01 n\_09 -0.03805102 0.8503282 0.54991135

## 4 s\_03 n\_18 -0.92145960 -0.7423430 0.01923877

## 9 s\_08 n\_43 1.77069352 1.4025171 1.90394159

## 10 s\_08 n\_17 0.51992928 1.4025171 0.26448341

## 11 s\_01 n\_78 1.04714355 0.8503282 0.70342961

Now fit a linear model for y as a function of vs and vn.

model\_raw = lm(y ~ vs + vn,

data=dtrain\_treated)

summary(model\_raw)

##

## Call:

## lm(formula = y ~ vs + vn, data = dtrain\_treated)

##

## Residuals:

## Min 1Q Median 3Q Max

## -2.33068 -0.57106 0.00342 0.52488 2.25472

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) -0.05050 0.05597 -0.902 0.368

## vs 0.77259 0.05940 13.006 <2e-16 \*\*\*

## vn 0.61201 0.06906 8.862 <2e-16 \*\*\*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 0.8761 on 242 degrees of freedom

## Multiple R-squared: 0.6382, Adjusted R-squared: 0.6352

## F-statistic: 213.5 on 2 and 242 DF, p-value: < 2.2e-16

Note that this model gives significant coefficients to both vs and vn, even though y is not a function of x\_n (or vn). Because you used the same data to fit the one variable base learners and to fit the larger model, you have overfit.

**The right way: cross-validation**

The correct way to impact code (or to nest models in general) is to use cross-validation techniques. Impact coding with cross-validation is already implemented in vtreat; note the similarity between this diagram and Figure 1 above.

**Figure 3** Cross-validated data preparation with vtreat

The training data is used both to fit the base learners (as we did above) and to also to create a data frame of cross-validated base learner predictions (called a *cross-frame* in vtreat). This cross-frame is used to train the overall model. Let’s fit the correct nested model, using vtreat.

library(vtreat)

library(wrapr)

xframeResults = mkCrossFrameNExperiment(dtrain,

qc(x\_s, x\_n), "y",

codeRestriction = qc(catN),

verbose = FALSE)

# the plan uses the one-variable models to treat data

treatmentPlan = xframeResults$treatments

# the cross-frame

dtrain\_treated = xframeResults$crossFrame

head(dtrain\_treated)

## x\_s\_catN x\_n\_catN y

## 1 -0.6337889 0.91241547 0.34228110

## 2 0.8342227 0.82874089 -0.03805102

## 3 -0.7020597 0.18198634 -0.92145960

## 4 1.3983175 1.99197404 1.77069352

## 5 1.3983175 0.11679580 0.51992928

## 6 0.8342227 0.06421659 1.04714355

variables = setdiff(colnames(dtrain\_treated), "y")

model\_X = lm(mk\_formula("y", variables),

data=dtrain\_treated)

summary(model\_X)

##

## Call:

## lm(formula = mk\_formula("y", variables), data = dtrain\_treated)

##

## Residuals:

## Min 1Q Median 3Q Max

## -3.2157 -0.7343 0.0225 0.7483 2.9639

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) -0.04169 0.06745 -0.618 0.537

## x\_s\_catN 0.92968 0.06344 14.656 <2e-16 \*\*\*

## x\_n\_catN 0.10204 0.06654 1.533 0.126

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 1.055 on 242 degrees of freedom

## Multiple R-squared: 0.4753, Adjusted R-squared: 0.471

## F-statistic: 109.6 on 2 and 242 DF, p-value: < 2.2e-16

This model correctly determines that x\_n (and its one-variable model x\_n\_catN) do not affect the outcome. We can compare the performance of this model to the naive model on holdout data.

|  | **rmse** | **rsquared** |
| --- | --- | --- |
| ypred\_naive | 1.303778 | 0.2311538 |
| ypred\_crossval | 1.093955 | 0.4587089 |

The correct model has a much smaller root-mean-squared error and a much larger R-squared than the naive model when applied to new data.

**An attempted alternative: regularized models.**

But cross-validation is so complicated. Can’t we just regularize? As we’ll show in the appendix of this article, for a one-variable model, L2-regularization is simply Laplace smoothing. Again, we’ll represent each “coefficient” of the one-variable model as the Laplace smoothed value minus the grand mean.

*vi* = ∑*xj*=*si* *yi*/(count*i* + *λ*) − *E*[*yi*]

Where count*i* is the frequency of *si* in the training data, and *λ* is the smoothing parameter (usually 1). If *λ* = 1 then the first term on the right is just adding one to the frequency of the level and then taking the “adjusted conditional mean” of y.

Again, let’s show this for the variable x\_s.

## x\_s sum\_y count\_y grandmean vs

## 1 s\_01 20.795484 26 -0.05050187 0.8207050

## 2 s\_02 -37.302227 27 -0.05050187 -1.2817205

## 3 s\_03 -22.199656 28 -0.05050187 -0.7150035

## 4 s\_04 -14.016649 17 -0.05050187 -0.7282009

## 5 s\_05 19.622340 26 -0.05050187 0.7772552

## 6 s\_06 3.129419 20 -0.05050187 0.1995218

## 7 s\_07 -35.242672 30 -0.05050187 -1.0863585

## 8 s\_08 36.504412 27 -0.05050187 1.3542309

## 9 s\_09 33.158549 21 -0.05050187 1.5577086

## 10 s\_10 -16.821957 23 -0.05050187 -0.6504130

After applying the one variable models for x\_s and x\_n to the data, the head of the resulting treated data looks like this:

## x\_s x\_n y vs vn

## 2 s\_10 n\_72 0.34228110 -0.6504130 0.44853367

## 3 s\_01 n\_09 -0.03805102 0.8207050 0.42505898

## 4 s\_03 n\_18 -0.92145960 -0.7150035 0.02370493

## 9 s\_08 n\_43 1.77069352 1.3542309 1.28612835

## 10 s\_08 n\_17 0.51992928 1.3542309 0.21098803

## 11 s\_01 n\_78 1.04714355 0.8207050 0.61015422

Now fit the overall model:

##

## Call:

## lm(formula = y ~ vs + vn, data = dtrain\_treated)

##

## Residuals:

## Min 1Q Median 3Q Max

## -2.30354 -0.57688 -0.02224 0.56799 2.25723

##

## Coefficients:

## Estimate Std. Error t value Pr(>|t|)

## (Intercept) -0.06665 0.05637 -1.182 0.238

## vs 0.81142 0.06203 13.082 < 2e-16 \*\*\*

## vn 0.85393 0.09905 8.621 8.8e-16 \*\*\*

## ---

## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##

## Residual standard error: 0.8819 on 242 degrees of freedom

## Multiple R-squared: 0.6334, Adjusted R-squared: 0.6304

## F-statistic: 209.1 on 2 and 242 DF, p-value: < 2.2e-16

Again, both variables look significant. Even with regularization, the model is still overfit. Comparing the performance of the models on holdout data, you see that the regularized model does a little better than the naive model, but not as well as the correctly cross-validated model.

|  | **rmse** | **rsquared** |
| --- | --- | --- |
| ypred\_naive | 1.303778 | 0.2311538 |
| ypred\_crossval | 1.093955 | 0.4587089 |
| ypred\_reg | 1.267648 | 0.2731756 |

**The Moral of the Story**

Unfortunately, regularization is not enough to overcome nested model bias. Whenever you apply a y-aware process to your data, you have to use cross-validation methods (or a separate data set) at the next stage of your modeling pipeline.

**Appendix: Derivation of Laplace Smoothing as L2-Regularization**

Without regularization, the optimal one-variable model for y in terms of a categorical variable with K levels {*sj*} is a set of K coefficients **v** such that
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is minimized (N is the number of data points). L2-regularization adds a penalty to the magnitude of **v**, so that the goal is to minimize
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where *λ* is a known smoothing hyperparameter, usually set (in this case) to 1.

To minimize the above expression for a single coefficient *vj*, take the deriviative with respect to *vj* and set it to zero:
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Where count*j* is the number of times the level *sj* appears in the training data. Now solve for *vj*:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASAAAABbCAIAAABcc89hAAAAAXNSR0IArs4c6QAAHvZJREFUeF7t3XWMLNWXB/DF3d3d3WVxDZKHw+IaICQQNOzyB0FC+CHJYgnu7vDwh7uzuLu7u+5n9ySVpru6ulqqXw9z64/JTM2Vc88932NXaoy//vrr39KTOJA4UA0Hxqym2dRq4kDiwP9xIAEsyUHiQIUcSACrkLmp6cSBBLAkA4kDFXIgAaxC5qamEwcSwJIMJA5UyIEEsAqZm5pOHEgASzKQOFAhBxLAKmRuajpxIAEsyUDiQIUcSACrkLmp6cSBBLAkA4kDFXIgAaxC5qamEwcSwJIMJA5UyIEEsAqZm5pOHEgASzKQOFAhByoB2Ouvv/7ggw++8847f/zxR4W0D+WmP/vss9NPP93PoTyIRHtrDvQeYF9++eW777779ddfTzPNNGOO2fv2W49pKJSYYIIJFltssYcffvjNN98cCvQmGjvkwBg9vzLgzjvv/PHHH+eaa64FF1ywQ6KGQbXff//922+/vfTSSxdZZJGlllpqookmqmjQ77///oUXXqjx6aabbpJJJsnt5ddff/3pp59++OEHExcFkLToootOP/30FVE1fJrtJcA4hAzXJZdcMt98862zzjqDwMTvvvsOSTPNNFP3tpTweaaaaqoxxhij/NDefvtttSabbDI0NNa6/PLLEbbQQgtVp4yeeeaZnXfe+a233lpuueXYzEknnbSRDOj6/vvvv/rqq08//fTjjz9G84gRI9RabbXVyo80lczlQC8BRpIeeOABoZeJXHbZZQeB48899xySdt1113HHHbdLet54442XX355vfXWawurZ511FhHHkB133HHssceuA+eHH3547bXXMiw77LBDl+Q1qw4zN9xww/HHHw8tegGzAvo/+eSTkSNHnnbaaUjdaaed9thjj7YGW9EQhnSzvYyRfvnll/vuu4/58gwIU7hhgPHnn392T8/nn3/+/PPPt+tRb7nllkB11113qdtIw7TTTvvbb7+xsd2T16wFJneTTTZZddVVH3rooeuvvz5zAnPLK7zVVlsptvbaa/MbiwtXR/M/qeVeAsyUECPKb+KJJ+6SRyAhJJBk81NT2Z8yKD///HOZxrk9Ugi33XbbBx980C4qctvnANMgZbquLcMlm2eeeby59957G+viFfNldCKldlsuWX6sscaafPLJmaNZZpnljjvuOPPMMwsqogfBM8888xZbbMFrlQ0u2Usq1owDYx122GE94Q50cTB4I1yRWWedtbZNScVXXnkl/HsIIU8cNhOvzIsvvggA4f3Lp0Hm+OOPDxvvvffeqFGjCISSs802G1Uq73/LLbdogUQSAhIpmwJCOp1wwgn5WsIMvTBZEZr7U5X7779f+3PMMYcGwUwuIfrt4NECCldZZZV2vSYaAQdee+21zTbbrDF+MxAWDFVzzjlnB1SVrCKja4Lw5NVXX+VfTDnllOOMM05BXQXMBaqmmGKKkl2kYrkcyLdgJJ7IEgtSJd+lJsl+6aWXPvroo2ZLW7Q78JiPumhHI48//viTTz5J0D0iIn9qzXy/8MILTz/9NBcusAcewhW/6PGLL7549NFHzz33XBX17o2uhQcgp0E0oJDPIz929dVXewNmJJUnBnXidViCUj+JCMgBBmWMvNGyLjf//POzHjiJQqOumwai7E2ltgKqqa0NN9xQ5umbb7654IILTEQjJbWEmcQZZ5yxUsyXByTRIhW4J7w37yqaWa41gcTV8u2MlpI5Fow0/8//P8QdBqRrsZv1uOqqqyhj+i9X+TEyWGDA0htCi+ACY3X22WeD0MILL2yC5513XiZOqoDNAcVDDz109tlnX3HFFeUAiKAAgAODcYsvvrjfZd4eeeQRGbYVVliBfHipol94XNphpqaeemqoA6Rllllm+eWXVxLNUKoAhT3DDDNoIVLPRx11lOCexBSr7eIJ6NiCMQXwT5WA99xzz13nP3ODZe3IPduYSwCGGCM8FD9YDUgF1lW//ktvXnnlldYGcKN7T74PImtcWEQvgxPVTGPyR4gWpB1zzDGMv9nvAxkdd5FjwcjxeOONR3v5ec8990TgYV2LWFMkzYwAIaj7r5IAwEkj6FnCVwwtp2eCSRUHD07MtPZ5/34hTFwp6pwocAW9LBgYlOpUAfgMx88bFUlzT4KujnnaWJH6WGCBBRjbUMC1DyajmdVt1h0t81+tnkMOOeSiiy6i4ItpxqhtttnGgpjcpvxqDwdYXVNySxwcDKTZaWrioS+6BuT8QrSq67onLecAjLAKc8k6wIh/QnaNcIklloCBLIbhcXHSuGRYEPYqnMns0QKO+K8qmbKkfmCVrhV92c0gKAqr4o1fmDXOIYD5s2WwRC5DbWsnYhtvYgG3JMCoRkPgdjbm8e6+++7//vvDgD/11FMnnnhi9vrUU0+9/fbbGZ/imUCPh0ywrgxIXWoubE5BnpPR+49WD7W10korMenFlGCU1MX++++Pyda4ac+eyFCljYSqJYeiR/5LeNRES+wgeRPaGUutvnK4CvRUpUQWNJ4DMP4VD406FBNL71KxUZ+24IZlVgUAWIwsbYAREMLcZbLiF4Jbhzpz7GHc4FP1OhR5QxBbimzBeHSK+7kFYrNC7b+MJUDeCGYvMaH2kVmJCc5e+l2x4pyHle5nn33WYKknjKVWGNg6NaSFAm+Nr/vvJR6RXu4ich0r0LzBBhuYVqZAlFsciY0uoaztl0jgm2miB/k7kZI1xZQdhRLL9xhIOMMXGASaa2nIIQjdLIDEAAUvQIqkBd+GnjC8DGCGJC4S/ESiCbpMMAnOEBVyQ3bBqdaxxB0wwDgRXZ3mhk+1yLEGVazLuUXFjjlIysPYZg/Kyb0Yr3EPkUjSsmztI0NA/W+//fbZS3YDf5rtPzJk6BJ6Ub04Y4V6jTXWEEXUbT6MIQNts3EhWyTc8hEillm2Mk3k1TJXOOR16q9j3lZXMZQ4TmIdXcMDQjMVTEFgWmSMCQytQcUoXB0lnbWcj3guhCFRGwYQCKHqCHcEyn4xSG8IR+aMKSy3YY6zOQNF7g3ZUiyz3crjjqnFKb0oH5jxXi+8bTzijmbgjFH5rwdJEXSVfAKfUTdi5cx6ZEMwipL+ZMlOM4LpGrZLyo5YACd/ZuONN4Y3AKtVEzhg4AUWTObmX60e4b4dIWUW08KTx4eVV155rbXWGkCJbOQzRSxawTTmlziRJc62gQAY7RbCScZGS4q4pVTkA4wc0wqZT288hDWss4cdEHmff/75p5xySuZ0AZjoWbCReWgARrZMpMHzRqIueSLoyvA2qX9eqGyH997Q9FqDSSkQAMPKzFpiLnRJmfjZckhZgXAb1DIZOq1d1YnoyzLAGWecUYUW5xtL4Rx55JGbbrqpBCaSiLJfKGNDrjViRIcAyaY2GxcfoRW+/nX00Udvu+22ApWWzMHAxx57DM9ZY/nhluUHoQDkEBu6noxl4sfvCHmzt0Fe9Nhjj438x6A9+QvNHIkwYpGUIwGUB9ciYhXrTkQfGIT40oORu4NAQBI3E6Owe5GoYNZUjxUMyCTuoMt1ptFJFfFitbyX2BCk2sQtWFdFXV2gQcuElW5WTKLWG2BDCTV200032Znlv9S/BqUrrQFIjiGDbuP+kWZEWvMxDRBFX7CN4fGSMNjjfVmM5rl52dJ9bytNLwS/8cYbMcdwEKNxj16gCzEIk1QMUTAEAsRna2ZM1KJrWj6qFyddQ7tJERNHtktG0RQMmjjm0hOCJHw1g7iHt7bFLL300qQlVkTZMaJoRLk7qkfvGPMBRvjMKwtAFPweYX0mASQY3sDPqLg9hhfSyQrBnlqeLODGFC1kGRHNUjxekgbiroo3IOdPvxBHCUxNBU81oqksFQFXIgdMtFNEYdBChuytKrAKeyr6rywl/1NhBGuZGGlBj2ploQ7MewPY7JitemXiY0A1OumGllBEhlk3tI022kiPtXJPFxgRwx6bXfBQsE4xN1sE661w8ES4HuZr3XXXbZlyNMu4FPrIwA2fjmMlDA1K+Tg43AF52CKVSuFqgbrB+bBLBQ9JMI+UPsWNmWrJ8do8zdkxF7QGwgjDkksuSbQ6IKnSKh3upscdxop/dc4552S7acyHSDTWprl/ldLdfeOGYPX8mmuusRSeZUoLmmU/xVSbb755y/WD8rQJyZ544glyYxW+fK3OSvIdyCXp3GeffRrzt3VtQn5saqO5RDim1Z9EmemgBLkbdg7Y+RW1qLbYgAqTfs+NhcCDZtEvh4gJgjEt4Oeaa64ZoUdE4LRhHd7QANKcaj6tf3F5br31Vjt4LDNEhoPPQg7ZZPkqb7o/NtEZe5vV6jCtyWfDKX5OrbRRMyIu7DCX3aT7ejvCZq3xEkmD1fMyFkkjBitt2Ct0ReqFf8iaRZBW3RMJJMvcZo2CYMEKRhGFib7kClD5k9wjksa094Abz4bLiGYBObJ5ATQFHDJ0F198MXFvfPilFkWZL/o3Np2KtLkeGZxU5+E3bn0CWs6/zcdq+V1faDvggAMyF4ntEoZxZIQDdVni6lhavuUON/saJAGlM2oT99ErlhkqmPEAy9PR/5J8M4rAELiUJTHWQyKJmt7pYwyUnKiUAMrOCRTRC6NhZaU4VIMuK05XXHEFU8CTZHlMKGlm8PmHJn399ddHMNc323cGfjxzxUCXnbF3icqoe/SrmDaV4W3KedoWB7GGH1CJPVDC7zryvA/Ma5+xwjfRF7QzhpElJmkIw0DzqIteacBezXV7LmJsusVc2xo44pyNLPORERSJHUkIPrEYqVLR6YALNKUhcNZlQRnhPffc0xDaOqTcQaeNVehd5oukeipNNvDryJ/VAqJP6GObaO1DfPn2HvZKaESI2S4MYescagZO7PIn6+c9E+EUJrBBl8nlAvA5sZQy9fgv9y93KYV/GKcElVeALSIk8CaG147GLd6AELzFXo3ah78K2NIBERMKSWqXDSMm1D4Cmq1J9mTKOmukPYCBjVPu/PI4xUg6c3vlYeOXucSLQQMYMaKeLUryVcyZg1KdMa7LWoQmTjpXLRPmQrhiRxsXl4loJBvAIp9BUnloQk3gZ6bk/aVeqFReGZTiG3urOhcxkkbml0/IOaRS+Xv0qTL+zD2wZ5hyEuTHqP0ODJDGHMm2kxArNGCs4uqrr55LZJfcHo3V2wOYOTjuuOMYYuYYvwQwo5H0zromJdZM0O+hL/3srJ2hUotRsmeSrW5rVxTDAl3sPIBJjVjkCEXJZMGVeWd4hdyYKUBi36S1Wq6q0cjCOdYm1k6pGMsYbBGDxoJ5zwDKefzDZqQ9gA0VqUp09ocDLNvBBx8sBSq51c2mENZMOpcHa/vBP+yIZ4dZxP7MX+plwDnAdskHMj5d7qLgOgo6WMWqHeb+8zMBrP88/+f0KNVhL5i9+V3eoMh75ChajWy5GWXI8S65iENsyih70Yv0TDf3iwzOmG2AMhxpEgs/TuL2JKEqbuRzwvwg2MNkwQZH2FpTEqtn8p8kcjA3j7cew99LSFravUVrCOS6ieJqW8UlawCyO4Nw/jJZsHZFYnSWl4WTB5e7cywNHf1fvuv54GNHSzaQnoyIBZOWtMxoIdvGrp7T3FaDAw2w/fbbLw6uNlsPsIAj52vdhuTF5iybFbbbbjubCYa6N0/sHBcQ91sOyfYT2ZBhyBaLOtto25ZkDN3CWGdNwuqf1WfpzZbbmisdaYdbpSqlKWvc1gE7Axh654utY1qCtMZd+5A/L4lg7BKQy+IYCE4sX/4DACZzTTjiWhRCYzeDiEVcgRX94X/LXmIZ2u6K7i+o0pTRxc6slv1GAYcMHbqzRld3mi7OOtFEVv+sfddumyzZcg+LDTTACJOVTTyy1c0d1Db7YBY4ZQ/LZoNCfKDESRYaKz5AYW+1We+Jv9FDXpdvShRhTZ9yMdI4RglgFnyt9nrTZcquPBktSzIUdvGip3uS4ME1zHEfTMt+owBl6kgHWNoQA5Z1e4Zi/UC2w9aTkg1WUWygkxx2iDqJaDOoPdpij+KYVWEu5d57722rgT0BbW1cqIKz3bRpAZf1pk2yrYMAxlu2CNv9vf+xdxZ/4ih39idUl0+cRGJdxoXXIOPSzWCjrq6dgmnrxDrkALb0ozRJ463mEpIsf7vXTHQ/kLoWBhpgaHXc2IFIIda+++7rvGDL8YPZXnvtZcdqW1PVstk+F2C+rrvuOhsma4/okr+4yqF7YgSucUgxmqK5/Okpc21OVIFPGwhtwmJAytfqnvK6FthzZ15uvvnm3B3GVLO1NYnKnvdbvsGBdhENgxLi+FHktqsKruyOK47v+QmyvXGt76CdXCg/K0TfHj/KJT5HFicApMX4QnX5HkrHufL4tBKXyX5ZXIpDh6IjpzlVdJLKPRycKBvVgQEwnNdyzBTMXPjBjjkqBiosJK1vG65lADeTKsBHxUkCqh29M1a88RiFNJ02vY8vzsQt62RdENWZZ26MhiwK0GN5RulLDMa3dHNk46qX4ILWEIk54VK+zd6WzLdgMSV4asxhfHHfJnQM7bPrFbegupVJniM+5hBXAzR7ACzuOOjmluyesJgoc2tF4eKETIkCgNygM7kFXfBvySsgxWUnSsIAyPEP61aKYo54aLF3GcyIWtzRzQCyeLFv3UNDBfdE/2AmXiWXzmVpXBd2ADKMxNEZCCKLe3HzLLIRQ6MxFCg3FriKS43oLx4sf0FrsuF2+iKg/zw3ED4zf5UuaBQM7EIStvRkQjtrJAdgCAX6WNAkDXH6gCZw0MAwml3r2dh9TAkJKH4EG/oqoN7cSxVKvsO2poC8s6H2s5axY6NxOS1CrOMTFh5GxhCEDQXEEGJ+lwAjS83F1zDiXoqoyGiwPz52wXCBB8PiYd7pI84SnNCGaIi0kIfpY7hQAo2K0eiZI6CKtCQ8xzXU8EZqqbO4LCDwo7ryMBlnTBSLaFDX8py6ttykDAr7fDqJuaY+4J8Zb5SiuAxm9H5pPgdg1KepZanNIh0WoTAuy9fFh0tijjHabNGszSBHhTsEzv0ofiTHWn4InCZ2AwSZo43oZvgf8CsJMAokwnT4JbuxkHbArky42QexYu29cXF/o/Jxx1uwWgEv666XI0+MlfLZWqrTHzwlxgQMAM8kxs3SYZTYLl4c6Pqz5RVUoBJXX4JQXFjC7dQCzpe85S7uMCceuS4P8MfXdrLHcOKLcLUv8af4Jsy4UhKR7LOKdUka+iiuP+unbq3rK+frCqSZkpOZgTTp79Caom2/88Kz9aW4WpB8yInn3g4Q309pea0nnVcyWHKWVvQPkCTviCOO6NXOmiq4Hwd+Mc3nWIlm9h0gTgGyszOFLmZkOhyAzyBHnnCj5TpyLIuxVLURSxz0MC9gLL6v4w+MBcA63txAfGGmpGrjcIbBtBW48TNIBMmpvFrOAyQ9SzXUfs8BckhXQQSlffta8AG64lh044HoKua3fJs5FoxYmBu2i7lwK0OkrfDL3HMDMoCZMGfyFGgmDTSlunEZfcFTfg81fSyjKC4HfqwsqUrL86KHJakAtovukJuhsNz8EY1zs7EiWxi1uAddtSLFe6S26z7Jox0N4n+ts0DQ65RX3L6oF0jA/LpkQ/xZEh4dsEKszgplkyJfYhcF8chNWlAx//n3xycpcMm15LWvGeSCQ71cAzEIWLragHcDtHV55ri2ua2sSQcDL66SA7C4tYZiMJ0yxYEob3AwbhSNFgGDDBH6ZonjuF/AbRDFjxyr8KDMwPRIFqlDtlSnnWWrynTUfRlMi4tTyRya6SyTTcUCD9uSrW5ZRKaeam8ao8LxrW6xiz1URQu1APOGHiTQtUf0gdCju5iv2oHEukV0HcFJ7X810sEHcmtbEBGQ9YxCgwrxyN2ZEX5d7SMAiXiv9iVNlPtFCxoEY+WKmGuJFiCUBpPU4SDUkmRE+DN6bVp+FjHsQ9z7SSlyzOJPE0OsY4WRiaOPC3IecaMdISt+9FXys8usqH6pRtenFd891j1Cum8hAqfsPkDy53bBQJeXOEMg5GazEJyuxQrFiGbdbgZvYIa4ZPGMWeCWh6sJk0FtfBUBPqlFE+f37HuQfsc9TIsbhbOvRvldv7FxpN2Vw7hMNuwqwkDaY9LNplBNEGh0JWe2LW7rS/vypTJGmCBDgz+cKQOPe1Gz1rzBzwhER9eTDzBsMkOm2cTgO82Em5ljQw1jnxGed955tWmPujEQJrfi2F1R/Gy99dYtr3MIIYBnUYT4kFs1+FsNY4dE3FUWF+tL+knrkQmCiKW20rnZSlCU8Q3kIi1Wx0mANGqtYUL4eJG34Bf5KRIOeICQXxSTMbch2NTQ6GbQY74oSuhiH+IYMr1uTpX3XxMqGyGe0QiJhAovEUmU4d/P+MSZfwWAQ6vStkYH1RqJD21L7ofd1p2736y2edkyCG9X9OPef/kzqc643xZ/DA2QDKTWiKEE2Xjebhc9LJ+/0EzV4W/k6/Eubi02JeGVUZmSs14apBg0vlHUQ5oamzKL8t1cTb6TMGzw0WUIiCT9ooLwZ6xZUUkUbcRjREHsLrkcdwPGkCVIOY1UcqPXTUxJlcLu3M6S9f70O0NBc3PpzZS5cJ7AdGgcx6wCy1TxNayFuCjKhaHBuriLH5DiGlCzHN4s/UVMocg+4/i0IoRIglvKk/c3BCXpTcLgp16oAwXE6hrhCsp8oodhCd/nsssuIx6xZamleJRfaBamHn/88QceeCBGISCLFOAfeRCVbT6U7KEgXI9VhoCWFHZWoOlxFRynKiID4SdnILtf2hi8lGnw1Q+XGIsiql79wCa3WcW3mFveZ0q/kgzqwMSTGLQRMhk2jXDP4LMDTpHFyH3rXSjFDpTco60WAggBEd9tt93IXFxUphHo4vW5Rym2R4CQpKtUu6dRIBguAa2f8CPVlA3BHBlszJFm45LQ+C/IhcMZF7MZe208w9yxRRqMcDHMl34NMNLxmvXf+GIGyIFffNGKs0pxRGRFd+Aw5qgCUZHuim+GwLa8hQ/blrxWlUL36dARI0a0dGfCuxZ31Wl2NPsXPoTnbIC+v2HSXQPcwYz3qkqH58HAzzXlI0eOPOGEE3pyzLtgPDSivnDKtxS4qcXmi8ApTx3yXkKGWD+fWfJtYr9TeBnATBIowgnZioPrjTSwJPR3XADIQSVzNh/Ti6QcxjTIegiyGwNxnZI8LrRvFLA5oC4iV/iwww6L6df7QQcdBHJscsir8srQvrmnUSIvz+9S2DUYvZr+itoh6OwtB5h4lEzimQuM5dw2Xo3aGZEW9GkxBjn7Pnhn7XRZq8PNvpEQI1tV746BKy4B08G9oTuL0QX2hJhvQ4PSvqYKPNgupEIm2QWMjF+0O62ZhfjKND4gGh8Z9JMWt50FMdR8GHP6W4Hc1QJVQF2CFOXQxVGERut42ZJGHKth2fyiBf/1VW+gbfYBHiUhE7qQHVucBvnhnSJSsrfMVzViIASJbe8Juky9maUTKb5aaz9aONbeZt8QR5NNjhkKEQWBqM7BJdZW6JkXksc/NAd4V/uEdLJXEX/Tmowqmd599915LMyC9yIQ802NwVgkRSO1zfBGBoIQGAVTxuuoeyjU2G4bX0tiSH1NhqArLEzFDVFQ9vWm2vnDE7qAAdQ4y4Nm0mMImcAZGqqMSGt8MHqEB8hEF3/hSl/x1Z/4cs+gLVSEeOCD0wx0Cp4bWtUquBE25pdwwhjvtODLhv3BW3suIlEWT+Oaj7pbvBKDdbx7uszweGW+EqBT64+5uhBO6H5mhMdlh4eQnUyzdYIZNhb84mM5ZJ1bFQllmBFOiIgAEjzE5QTdd4xyd6xRgTYiEGWjBlcqWRfhIorxYvlO8iB3qT0S1upGGi1CnQwS8dVGOIwtSPzDk08+2V3/8Xm0Zk8cmkIMAjg/g/apHuThiRSI7Jfc5kknnVSpeDTjEsbSs9I8ANZ/eNdR1R7A+NZ2uKA7vqPny9NlcNJxGWcoRo0aJUZqltggxGHB4tM1wEbyeGJ0J2sDOdmlHZaGYl85smFPCB5+o5KxbpO7zGp6WDCeJ5Vs2jgwzBErJ/SHT7LupVumu//uGxoo3biPuphdsdwkvu//ztqW80iF+Vp0fPqQg9BZPqllLy0LwLkEDw1Y/vaBlm12XKA9gJlayj4OaJGq7g+KF9MNJAS6rcVKLpblEQDI1hzZEAkMEolmc4/pECvpzN2i5Mpcr688BBo7g+N3aQn6RTDGI5XVFIgOwv17HUtADyvSdMJOHCYbsY2jh40P0abaA9gQHWQj2YcffrjknpRgsUtWMF5LQ5atdtllF+HQIG87/sdM2RAdSIdZxCE62oxskOAoltwDmTvYcO7jPMFQ50aivzoODFMLVh1DU8uJA7UcGKYWLAlB4kB/OJAA1h8+p16GKQcSwIbpxKdh94cDCWD94XPqZZhyIAFsmE58GnZ/OJAA1h8+p16GKQcSwIbpxKdh94cDCWD94XPqZZhyIAFsmE58GnZ/OJAA1h8+p16GKQcSwIbpxKdh94cDCWD94XPqZZhyIAFsmE58GnZ/OJAA1h8+p16GKQcSwIbpxKdh94cDCWD94XPqZZhyIAFsmE58GnZ/OJAA1h8+p16GKQcSwIbpxKdh94cD/wsId2EeswhPYgAAAABJRU5ErkJggg==)

This is Laplace smoothing. Note that it is also the one-variable equivalent of ridge regression.